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CHAPTER 1

Recommender Systems

1.1 Author

Eko Indarto (ref).

Supervisor: Dirk Roorda (ref)

Supervisor: Andrea Scharnhorst (ref)

1.2 Introduction

The web has grown to be a visible part of the global-village; and its emergences as an important apparatus to
break the diverse barriers across physical-variations and global-boundaries. The embracement of the web into our
daily life activities in this contemporary period has become almost inevitable and quite numbers of populace rely
on the web for different purpose range from placing on their view and read others view while also commenting
on such views, e-learning, e-banking, e-library and e-commerce etc. The number of available documents on the
web is enough to improve the diverse ways of educating and research need of the public now and then. The trail
to learning on the web only necessitates knowing the best-way to explore and progress than reinventing the wheel
for previously studied-aspect of knowledge.

In the future of internet, whose contours gradually become visible, these two developments - Big Data and The
Internet of Things -are inextricably linked in a large and complex ecosystem. In this system, data is collected on
the basis of our visited web pages, our activities in social networks, smart phones and through the many sensors of
the physical world. It is this stream that forms the basis of Big Data. A data stream (or flow of different streams)
basically, without interpretation, has less value, but based on analysis creates information that we can use, so the
data becomes valuable. The outcome of the analysis - such as the Google car can also be converted directly in
action without human intervention: a right turn or slow down for crossing cyclists (Vanderbilt, 2012). This internet
is a perpetual motion machine of input and output which data is the raw material.

As more and more products and services have data as a vital component, the impact of this system become bigger
and penetrates capillaries of our society. Not for nothing the U.S. government recently has announced around $
200 million to invest in research on Big Data (Kalil, 2012). Therefore, it is important to better understand how the
operation of this system works, the role of stakeholders and technologies and identifies its developments.

The way that this system is developed also raises important questions regarding the innovative power of the future
internet. As described by Wheeler (2012) in his presentation, the web innovation shows how the development of
the Internet has experienced in several phases.
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todo: huge amount of data - Finding desired information from large data set is a difficult problem.

What are the strategy to solve decision making problem? Recommender Systems (RSs) are software tools and
techniques providing suggestions for items to be of use to a user. It helps a user to make a decision.

In general, there are three types of recommender system:

• Collaborative recommender system is a system that produces its result based on past ratings of users with
similar preferences

• Content based recommender system is a system that produces its result based on the similarity of the content
of the documents or items.

• Knowledge based recommender system is a system that produces its result based on additional and
means–end knowledge.

4 Chapter 1. Recommender Systems
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1.3 Description

1.4 Methodology

1.4.1 System Design Framework

1.4.2 System Description

1.3. Description 5
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1.4.3 Software Architecture

Approach

First a few general remarks as to the approach we have chosen.

Implementation

Setting up the development environment

Discovering the best tools, and learning how to use them effectively, takes time and effort. While that effort may
be duly rewarded, spending weeks looking for and trying to configure software can be frustrating. This chapter
describes setting up of our development enviroment.

Git

Git (ref) is an open source, distributed version control system. It is an extremely powerful tool and easy easy to
start using. The latest version can be found on https://code.google.com/p/git-core/

Installing Git

Installing Git on CentOS

This section describes GIT installation on CentOS 5.6

1. Let’s start by logging into the server by using SSH. Login as root, for example a user with sudo access, is
needed. First, we need to install a few dependencies Git needs. We can do this easily using yum:

6 Chapter 1. Recommender Systems
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yum -y install zlib-devel openssl-devel cpio expat-devel gettext-devel

2. Download the latest Git source code to the /usr/local/src directory and untar it:

wget wget http://git-core.googlecode.com/files/git-1.7.12.2.tar.gz
tar xvfz git-1.7.12.2.tar.gz

3. Now we need to configure a makefile for the targeting system, compile the code and install it:

./configure
make
make install

4. Test it. Check it to make sure the installation is a success. Change to the home directory, create a new
directory, and initialize it as a Git repository:

cd
mkdir git-test
cd git-test
git init

A similar output message is shown by succes installation:

Initialized empty Git repository in /home/ekoi/git-test/.git/

Installing Git on Ubuntu

This section describes Git installation on Ubuntu 12.04. Installing Git with apt-get is a quick and easy process:

sudo apt-get install git

However, it is generally a good idea to install it from the source:

1. Download the most recent packages:

sudo apt-get update

2. Download the required dependancies:

sudo apt-get install libcurl4-gnutls-dev libexpat1-dev gettext libz-dev libssl-dev build-essential

Next, see the step 3 and 4 above.

Installing Git on Mac

To handle the installation on mac, MacPort or Homebrew can be used. The easiest way is by downloaded the dmg
file from http://code.google.com/p/git-osx-installer/downloads/list

Installing Git on the Server

To run Git server, choosen which communication protocol is needed. Git provides four major network protocols:
Local, Secure Shell (SSH), Git, and HTTP. The following steps describe installing Git server which the SSH
protocol is chosen.

1. Create a user:

sudo adduser git
su git
cd
mkdir .ssh
mkdir repos

(the location of all git repositories)

2. Add user ssh public key

Each user in the system must generate public key if they don’t already have one and add it to the authorized_keys
file of git. For example, a key is received by mail, saved it to temporary file and append it to authorized_keys file:

1.4. Methodology 7
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cat /tmp/id_rsa.eko.pub >> ~/.ssh/authorized_keys

3. Restrict the “git” user activity

To ensure that the git user can only use the SSH connection to doing Git activities , a limited shell tool that comes
with Git can be used. So, the git user cannot have normal shell access to the server. So, the “git” user can only
use push and pull Git repositories and cannot shell onto the machine. To use this, specify git-shell instead of
default shell by editing the /etc/passwd file:

sudo vi /etc/passwd

At the bottom, there is a line that looks something like:

git:x:1003:1004:DANS GIT SERVER,,,:/home/git:/bin/sh

Change to:

git:x:1003:1004:DANS GIT SERVER,,,:/home/git:/usr/bin/git-shell

Working with Git (Methodology)

There is no standard way working on GIT, however, we are using the following workflow as stated on “Pragmatic
Guide To GIT” (Swicegood, 2010) (ref)
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Eclipse

Hadoop

Mahout

Walrus

1.5 References

1.5.1 People

Eko Indarto, developer at DANS Dirk Roorda, researcher at DANS Andrea Scharnhorst, senior researcher at
DANS

1.5.2 Literature

git-core Swicegood, T. (2010) Pragmatic Guide To GIT
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CHAPTER 2

Data Mining

Author: Eko Indarto (ref)

Currently, data in digital form are available everywhere, like on the Internet. It can be used to predict the future.
Usually the statistical approach is used. Data mining is an extension of traditional data analysis and statistical
approaches in that it incorporates analytical techniques drawn from a range of disciplines. Data mining covers the
entire process of data analysis, including data cleaning and preparation and visualization of the results, and how
to produce predictions in real-time so that specific goals are met. This page briefly describes data mining, what
type of problems can be solved, existing approaches, limitations and the opportunities and benefits that could be
picked out for DANS.

Due to the widespread availability of huge, complex, information-rich data sets, the ability to extract useful knowl-
edge hidden in these data and to act on that knowledge has become increasingly important in today’s competitive
world. Data mining has been defined as:

• “Data mining is the process of discovering meaningful new correlations, patterns and trends by sifting
through large amounts of data stored in repositories, using pattern recognition technologies as well as sta-
tistical and mathematical techniques.” (Gartner Group, Larose, pp.xi, 2005) (ref).

• “Data mining is the analysis of (often large) observational data sets to find unsuspected relationships and to
summarize the data in novel ways that are both understandable and useful to the data owner” (Hand et al,
2001) (ref).

• “A class of database applications that look for hidden patterns in a group of data that can be used to predict
future behavior.” (webopdia, n.d) (ref).

• “Data mining is an interdisciplinary field bringing together techniques from machine learning, pattern recog-
nition, statistics, databases, and visualization to address the issue of information extraction from large data
bases” (Cabena et al, 1998) (ref).

What shines through in all these definitions is that data mining is the objective analysis of information that is
already there. For example we may collect information on the demographics of our members through our mem-
bership application; we may collect information on what products they purchase or what seminars they attend to
through the registration database.

Data Mining is an interdisciplinary field bringing together the following techniques (James, n.d.) (ref):

• Databases - Statistics

• High Performance Computing

• Machine Learning

• Visualization

• Mathematics

• Pattern recognition

Data mining is actually a part of the knowledge discovery process (KDD: knowledge discovery from data). Data
mining can be considered as a step in an iterative knowledge discovery process which is shown in the following
figure (Fayyad & Patetsky-Shapiro & Smith, 1996) (ref):
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Data Mining Uses: a few examples

It has been said that knowledge is power, and this is exactly what data mining can bring nearer. It is the acquisition
of relevant knowledge that can allow us to make strategic decisions, in both the public and private sectors, which
will allow our business or organization to succeed. Here are a few snapshots of how data mining can benefit certain
industries like, for instance: insurance or marketing (data-mining-software.com, n.d. (ref); exforxysys.com, n.d.
(ref); buzzle.com, n.d. (ref), Noton, n.d. (ref))

Risk Management:

Data mining creates models through data analysis and prediction to help solve problems involving both project
feasibility and risk management. Data mining has been used to analyze a database containing information on a
person’s history, achievements, and expertise. The goal was to develop a profile of the maturity of a certain project
involving the resource capacity, especially human capital.

Examples:

• Identify fraudulent behavior (Insurance and Health Care).

• Identify behavior patterns of risky customers (Insurance and Health Care).

• Detect patterns of fraudulent credit card usage (Banking).

Process Control:

Data mining can be used to create models which improve process control, so to increase productivity and to cut
costs. Projects often use extensive resources such as machines, materials and human labor and a complicated
organization. Those kinds of projects have a tendency to deviate from their starting goal. In some cases this
results in the unpredicted need for more time and money in order to complete the project. Data mining can
identify the situations where miss-tracked projects are likely to occur. The project managers therefore are able to
take preventive action regarding the ongoing projects.

Examples:

• Predictive modeling and optimization of processes in heavy equipment, automotive, aerospace, machine
tools, packaging, pharmaceuticals, robotics, semiconductor or medical appliances (Manufacturing indus-
tries).

• Rolling stress prediction model for the hot rolling process (Metal Industry). Virtual Consultant and Direct
Marketing: Data Mining greatly improved survey analysis of consumer behavior and consumer satisfaction
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in marketing and promoted direct marketing by quickly identifying critical issues. In this way, data mining
acts as a virtual consultant. The loss of revenue was avoided and new revenue increased as advertisers
enhanced their real world applications.

Example:

• Recommendation system: Identify buying behavior patterns from customers. e.g.: Amazone. (Re-
tail/Marketing)

• Find associations among customer demographic characteristics. (Retail/Marketing)

• Predict which customers will respond to mailing. (Retail/Marketing)

• Determine credit card spending by customer groups. (Bank)

Security:

The Police in the USA had a mass of data from 911 calls and crime reports. What they didn’t have was a way to
combine these data and see a pattern of behavior between those two. Data mining can be used to overlay crime
reports with other data, such as weather, traffic, sports events and paydays for large employers. The data were
analyzed in such a way that something interesting emerged.

Example:

Robberies spiked on paydays near cheque cashing storefronts in specific neighborhoods. Other clusters also
became apparent, and pretty soon police were deploying resources in advance and predicting where crime was
most likely to occur.

Marketing Plan:

Data Mining can be used as a tool for planning. A large telephone company plans to roll out high-speed Internet
access in a new market area. From experience in other market areas, the company has determined that people
who purchase high-speed Internet access fit a certain profile. The data which describe this profile are stored in
a centrally managed relational database. A mining model is created that includes all of the elements (that is,
characteristics) as columns. This model is then trained using the information from the previous market areas. The
model can be distributed to new market areas for batch processing of the customers in that market. Additionally,
the same model can be incorporated into the new service call center for the company, where the high-speed Internet
service can be marketed to new customers that match that specific profile. In either situation, the original data from
the previous markets is not needed to make a prediction of the Internet needs of the new customers. The model
contains within itself all of the information that is needed to make a prediction. all the information that is needed
to make a prediction.

Education:

One of the biggest challenges that higher education faces today is predicting the paths of students and alumni.
Institutions would like to know, for example, which students will enroll in particular course programs, and which
students will need assistance in order to graduate. Are some students more likely to transfer than others? What
groups of alumni are most likely to offer pledges? In addition to this challenge, traditional issues such as en-
rollment management and time-to-degree continue to motivate higher education institutions to search for better
solutions. One way to effectively address these student and alumni challenges is through the analysis and pre-
sentation of data, or data mining. Data mining enables organizations to use their current reporting capabilities to
uncover and understand hidden patterns in vast databases. As a result of these insights, institutions are able to
allocate resources and staff more effectively. Data mining may, for example, give an institution the information
necessary to take action before certain students may drop out, or to efficiently allocate resources with an accurate
estimate of how many students will take a particular course

Data Mining Issues and Limitations

There are many advantages of data mining technology; however, this technology also has some disadvantages.
An article by Abbott and Dwinnell (ref), (2007) points to new trends in data mining: “The general consensus
was that mining will move more inside the database”. This type of observation brings the issue of privacy into
more prominence. When a public company has information such as name, address, age, sex, marital status,
education, income, occupation etc. and links them to medical data, purchase data, tax data, Internet usage, etc.,
the behavior of consumers or citizens becomes then very predictable. This knowledge provides a significant
commercial advantage. People will find it hard to protect their personal data, so we rely on technology and
law agencies to protect it. In the USA for example, there is HIPPA, a strict law that protects medical data of
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patients. In the Netherlands, there is WGBO (Wet op de geneeskundige behandelingsovereenkomst), where the
rights and obligations of workers and patients are regulated. The EU has Directive 95/46/EC. This directive
concerns the protection of individuals with regard to the processing of personal data and the free movement of such
data. The Directive 95/46/EC was implemented in the Netherlands in the Data Protection Act (Wet Bescherming
Persoonsgegevens). The Directive focuses on persons, organizations, businesses, and the (local) government that
process personal data. The EU has also Directive 97/66/EC. The directive is made to protect the privacy of personal
data in the Telecom sector. Because of the sensitivity of the data, most countries have some sort of data protection
act.

Apart from these legal restrictions, there are also technological limitations: while data mining products can be
very powerful, they are not self contained applications. To be successful, data mining requires skilled technical
and analytical experts. They can structure the analysis and interpret the output that is created. Therefore, the
limitations of data mining are primarily data or personnel related, rather than technology-related. Although data
mining can help discover patterns and relationships, it does not inform about the value or significance of these
results. These types of determinations must be judged and made by the user. Similarly, the validity of the revealed
patterns is dependent on how they compare to “real world” conditions. Another restriction of data mining is
that while it can identify connections between behaviors and/or variables, it does not necessarily identify causal
relationships.

Data Mining Techniques (Aggarwal & Yu, 1999 (ref); Microsoft (ref), 2008)

The most important thing to remember is that no one tool or set of tools is universally applicable. For any given
problem, the nature of the data itself will affect the tool we choose. Consequently, we’ll need a variety of tools
and technologies to find the best possible model.

Regression ( Lew & Mauch, 2006) (ref):

This is one of the most popular statistical techniques among the Data Mining community. Regression is based on
the analysis of a set of data where the analysis results in a pattern represented by a mathematical formula. This
formula can be used as a guide to fit other data and to predict coming data. Algorithm examples (Berk, n.d.) (ref):
- Linear Regression - A GAM Fitting Algorithm - CART - Recursive Partitioning

Associations (Aggarwal & Yu, p.13, 1999) (ref):

The most interesting question when dealing with more than one data type is: what is the nature of the relationship
between the two data types: is it strong, weak or is there no relation at all? The intention is how to find the
causalities between the data values of the different data set attributes. This approach is called Association. The
problems usually may be represented as either be 0-1 literals, or they may be quantitative. For example, think of
a supermarket where the information maintained for the different transactions is the sets of items bought by each
consumer. Then it would be interesting to find out how the purchase behavior of one item affects the purchase
behavior of another. An Association Rule helps to find such relationships. In this way the information may be
used to support target marketing decisions and to classify multi dimensional data. Algorithm examples (Zhang &
Zhang, pp. 25-46, 2002) (ref):

• Opus based algorithm

• Apriori Algorithm

• The FP-tree Based Model

• Chi-squared Test Method

Clustering (Aggarwal & Yu, p.17, 1999) (ref):

Whenever there are huge data sets to be dealt with, it is always a good idea to cluster those data into groups
based on their type, their properties and behavior. A very large database can be divided into multidimensional
records. By reasoning one can create segments with considerable similarity. Then each of these segments may
be handled separately by different applications. For example, in image and video databases, clustering can be
used to discover interesting spatial patterns and characteristics and support content based retrievals of images and
videos using low-level features such as texture, color histogram, shape descriptions, etc. In insurance applications,
different partitions may represent different demographic segments of the population each of which have different
risk characteristics, and may be analyzed separately.

Algorithm examples (Berkhin, p.4, n.d.) (ref):

• K-means Methods
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• Agglomerative Algorithms

• Divisive Algorithms

• Relocation Algorithms

• Subspace Clustering

Classification (Aggarwal & Yu, p.19, 1999) (ref):

When we use clustering it is easy for us to classify and cluster the data sets based on their type, their properties and
behavior. However, what if we want to classify the data set but we do not know to which group the data belongs.
This can make it hard to reveal the information contained in those data sets. This problem should be handled
by an approach called Classification. The modern approach of Classification uses a model to build a relationship
model. In order to get the best model, supervised learning is used. One approach is to divide the attributes into
two categories: a multiplicity of feature or predictable attributes, and a single class label, for example income
category. First, examine the data set containing both the predictor variables and the (already classified) target
variable, income category. Thus, the algorithm (software) “learns about” which combinations of variables are
associated with which income brackets. Then the algorithm would look at new records, for which no information
about income bracket is available. Based on the classifications in the original set, the algorithm would assign
classifications to the new records. Some well known techniques for classification include the following (Aggarwal
& Yu, p.20-21, 1999) (ref):

• Decision Tree Techniques

• k-Nearest Neighbor Techniques

• DNF Rules

• Neural Networks

• Bayesian Classifiers

Software Tools

Currently there is the choice from over 50 data mining software applications (the-data- mine.com, n.d). Surveys
conducted by KDD Nuggets and Rexer Analytics have asked people involved in data mining what software they
use. While the most popular software is not necessarily the best for a particular purpose, it can help in choosing
what software to evaluate. A brief description of a few data mining tools:

1. R (R-project.org, n.d) (ref)

The R project is a platform for the analysis, graphics and software development activities of data miners and
related areas. It allows statisticians to do very intricate and complicated analyses without knowing the blood and
guts of computing systems. R is a well supported, open source, command line driven, statistics package. There
are hundreds of extra “packages” freely available, which provide all sorts of data mining, machine learning and
statistical techniques. It has a large number of users, in particular in the fields of bio-informatics and social science.
It is also a free ware replacement for SPSS.

2. Weka (The University of Wakiato, n.d.) (ref)

Weka, developed at the University of Waikato in New Zealand, is a data mining package consisting of a collection
of machine learning algorithms for data mining tasks that contains tools for data pre-processing, classification,
regression, clustering, association rules, and visualization. Weka is open-source data mining software in Java. An
easy to use interface makes it accessible for general use, while its flexibility and extensibility make it suitable for
academic use. The algorithms in Weka can either be applied directly to a dataset or called from the programs
using Java code. Other data mining offerings lack this level of sophistication and integration.

3. KEEL (keel.es, n.d) (ref)

Keel is a software tool to assess evolutionary algorithms for Data Mining problems including regression, clas-
sification, clustering, pattern mining and so on. It contains a big collection of classical knowledge extraction
algorithms, preprocessing techniques (instance selection, feature selection, discretization, imputation methods for
missing values etc.), Computational Intelligence based learning algorithms, including evolutionary rule learning
algorithms based on different approaches (Pittsburgh, Michigan and IRL), and hybrid models such as genetic
fuzzy systems, evolutionary neural networks etc.

4. RapidMiner (Rapid-i.com, n.d.) (ref)
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The modular operator concept of RapidMiner (formerly YALE) allows the design of complex nested operator
chains for a huge number of learning problems in a very fast and efficient way (rapid prototyping). The data han-
dling is transparent to the operators. It is well suited for analyzing data generated by high-throughput instruments,
e.g., genotyping, proteomics, and mass spectrometry.

5. Tanagra (Rakotomalala, 2008) (ref)

Tanagra is a data mining suite built around a graphical user interface wherein data processing and analysis com-
ponents are organized in a tree-like structure in which the parent component passes the data to its children. It
is free software for academic and research purposes. It proposes several data mining methods from exploratory
data analysis, statistical learning, machine learning and databases area. Also, it contains other paradigms such as
clustering, factorial analysis, parametric and nonparametric statistics, association rule, and feature selection and
construction algorithms.

6. Knime (Knime.org, n.d.) (ref)

Knime, pronounced “naim”, is a nicely designed data mining tool that runs inside the IBM’s Eclipse development
environment. It is a modular data exploration platform that enables the user to visually create data flows (often
referred to as pipelines), selectively execute some or all analysis steps, and later investigate the results through
interactive views on data and models. The Knime base version already incorporates over 100 processing nodes
for data I/O, preprocessing and cleansing, modeling, analysis and data mining as well as various interactive views,
such as scatter plots, parallel coordinates and others. It integrates all analysis modules of the well known Weka
data mining environment and additional plugins allow R-scripts to be run, offering access to a vast library of
statistical routines.

Questions for DANS

How can we make a useful and strategic use of data mining in our organization? This question depends first of all
on the task which is defined. The question that has to be answered is: what do we want to know? What problem
are we trying to solve? What decision are we trying to support? That should be the starting point. There is a
potential for research but the questions have to be formulated in the first place by the researchers themselves. For
example, within DANS, who is making use of what data sets and can there be any patterns detected in the use of
data sets by our researchers? Outside DANS, the combining of data sets with data mining techniques can entail
new research projects. These questions imply first of all the availability of data. As real-world data tend to be
incomplete, noisy and inconsistent, data preprocessing is an important issue for both data warehousing and data
mining. Data preprocessing includes data cleaning, data integration, data transformation, and data reduction. In
EASY there are presently about 20.000 data sets, comprising totally 1.000.000 files. The volume is 3.9 TB and
it consists of various types of data: spreadsheets, word documents statistical files, very many photos, pdf’s, etc.
Over 11.000 users are involved. It needs further investigation to find out and decide which data sets are suitable
for data mining. Having said this, many data mining tools have been developed for domain-specific applications,
including finance, industry, science, engineering, government data analysis etc. Such practice integrates domain-
specific knowledge with data analysis techniques and provides mission-specific data mining solutions. Therefore,
the most suitable and appropriate tools and techniques must be selected.

As we have seen, there are many data mining systems and research prototypes to choose from. When selecting a
data mining product that is appropriate for one’s task, it is important to consider various features of data mining
systems from a multidimensional point of view. These include data types, system issues, data sources, data mining
functions and methodologies, tight coupling of the data mining system with a database or data warehouse system,
scalability, visualization tools, and data mining query language and graphical user interfaces. An important issue is
that of privacy and data security, particularly as the amount of data collected on individuals continues to grow. Fair
information practices were established for privacy and data protection and cover aspects regarding the collection
and use of personal data. Data mining for counterterrorism raises concerns for privacy due to the possible access
of personal data. Efforts towards ensuring privacy and data security include the development of privacy-preserving
data mining (which deals with obtaining valid data mining results without learning the underlying data values) and
data security–enhancing techniques (such as encryption).
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CHAPTER 3

Indices and tables

• genindex

• modindex

• search
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